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INTRODUCTION

In recent years, 3D printing technologies have gained 
widespread popularity worldwide, offering various methods 
for depositing and applying construction materials. These 
technologies emerged in the 1980s and 1990s [1, 2] and have 
evolved from simple applications like toys to more advanced 
uses, including the aerospace industry [3]. Consequently, this 
technology has become a significant subject of study. Among 
its technological variants, each possesses distinct advantages 
and drawbacks relative to the others [4]. Notably, one 
extensively discussed and well-developed technique is powder 
bed fusion (PBF), wherein a laser beam is employed to fuse 
powdered particles. Within this category fall techniques like 
selective laser sintering/melting (SLS/SLM) [5]. However, a 
challenge associated with SLS is the necessity of a support 
base to stabilize the component during fabrication, leading to 
increased material consumption and additional time for support 
removal. Efforts to enhance support construction have been 
proposed [6, 7], but such approaches still demand additional 
time and material resources. Conversely, a methodology 
proposed by Zocca et al. [8] involves applying gas through 
the powdered layer, ensuring greater stability and cohesion 
among the particles. Additionally, they suggest that this 
technology could be employed in zero-gravity environments, 
as the absence of gravitational force is counterbalanced by the 
drag force imparted on the particles by the gas stream. The lack 
of gravitational force affects particle compaction, potentially 

reducing the structural integrity of the manufactured part. 
The SLS process stands out as one of the most rapidly 

advancing additive manufacturing (AM) technologies. 
Operating with a continuous or pulsed laser beam acting as a 
heat source, SLS selectively scans the powder bed, sintering 
particles layer by layer according to predetermined geometries 
and sizes. Diverse raw materials can serve as sources for 
part fabrication within this technique, encompassing waxes, 
cermet (metal-ceramic composites), ceramics, metallic-
polymeric powders, metals, alloys, and steels. Notably, 
when ceramics are utilized, components with minimal post-
sintering shrinkage can be produced [9, 10]. An advantage of 
the SLS process is its capacity to work at very small scales, 
even in the micrometer range [2]. This leads to a challenge 
related to the investigation of particle-particle and particle-
fluid interactions, a difficulty that can be addressed through 
a combined approach involving: a) computational fluid 
dynamics (CFD), which analyzes fluid interactions and fluid-
solid interactions; and b) the discrete element method (DEM), 
primarily applied to studying particle interactions.

The primary objective of this study is to validate a 
methodology that employs CFD and DEM to apply a gas flow 
within a micrometric-scale porous medium under conditions 
without gravity. This aims to characterize the hydrodynamic 
properties of the medium, enhancing understanding and 
increasing efficiency. Such insights can aid in making 
informed decisions when developing models for 3D printing 
via a powder bed within environments devoid of gravity.

MODELING

In this section, the models employed for the DEM 
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simulation, geometry generation, and CFD simulations, 
alongside other adopted considerations are present. 
The study was subdivided into ten simulations, each 
incrementing the layer by 100 µm, which aligned with the 
height of the 3D printing layers utilized [8]. The uniform 
script was followed for each simulation: i) DEM simulation 
to determine particle coordinates; ii) generation of the STL 
file based on the coordinates; and iii) importation, geometry 
creation, and CFD simulation. The particles were modeled 
as regular spheres with a consistent diameter.

In scenarios involving interactions between particles as 
well as particles and walls, Newton’s laws for linear motion 
and Euler’s equations for rotational motion were employed 
for each particle. A time interval on the order of 10-5 or 10-6 
s was utilized in this method, enabling the calculation of the 
new particle state [11]. The general form of the momentum 
equation for a particle is:

mp = Fs + Fb

dvp

dt

    (A)

where Fs is the superficial particle force, Fb is the body force, 
mp is the mass of particle p, and vp is the velocity of particle 
p. They are decomposed into:

Fs = Fd + Fp + Fvm     (B)

Fb = Fg + Fu     (C)

where Fd is the drag force, Fp is the pressure gradient force, 
Fvm is the virtual mass force, Fg is the gravitational force, and 
Fu is the pre-set body force.

DEM simulation was employed to establish the particle 
configuration within the powder bed. The selected material 
was aluminum oxide, chosen due to its ability to achieve 
high packing density [12]. It has also been employed in 
experimental prints of this kind [8], with a diameter of 38 µm, 
possessing a density (ρ) of 3950 kg/m3, Poisson’s ratio (νp) 
of 0.22, a coefficient of restitution (e) of 0.75, a coefficient of 
static friction (µs) of 0.5, and a coefficient of rolling friction 
(µn) of 0.1, employing the Hertz-Mindlin contact model 
[13], which operates as a friction-based contact model [14]. 
The DEM time-step was set to 1.0x10-6, and a gravitational 
acceleration of -9.81 m/s2 was applied along the y-axis. To 
simulate particle compaction within the control volume, a 
random entry mode for particles was implemented, allowing 
them to interact with gravitational force. The stopping 
criterion used was the virtual absence of kinetic energy 
among the particles. The dimensions of the enclosure were 
x, y, z = 150, 1000, 150 µm, respectively. Boundaries 
perpendicular to the flow direction were configured as 
symmetric interfaces, simulating an infinite domain. This 
choice eliminated wall influences as advised by Choi et 
al. [15]. Determining the actual dimensions of the entire 
powder bed is challenging due to extensive computational 
demands [16]. Xu and Jiang [16] point out that numerically 
simulating the Navier-Stokes equations for fluid flow in a 
porous medium with all particles is immensely intricate due 

to the extensive calculations involved. Particle insertion 
within the enclosure (Fig. 1) was executed randomly, and 
subsequently, the particles were allowed to settle under the 
influence of gravity. A singular simulation sufficed, serving 
as the foundation for further division into CFD simulations 
by layers.

Upon concluding the DEM simulations, the central point 
coordinates and particle diameter (uniform in this case) were 
obtained. These data were then employed in a Python script 
to generate geometries for subsequent CFD analyses. Given 
that each CFD simulation corresponded to a specific layer 
thickness (100, 200, ..., 1000 µm), only particles situated 
entirely below the layer’s height were imported. This 
criterion ensured that particle center points were situated 
beneath the layer’s height minus the sphere’s radius (ylayer – 
radius). The CFD analysis focused on calculating pressure 
drop and drag forces within the gas flow interacting with 
the particles. The particles’ arrangement was dictated by the 
outcomes of the DEM simulations. For each layer, porosity 
was determined by considering the cell volume (mesh cells) 
within the control volume. This calculated porosity value 
was subsequently incorporated into the theoretical Ergun and 
Kozeny-Carman equations to validate the method’s efficacy. 
It’s noteworthy that in the CFD simulations, particles were 
treated as stationary entities. This approach aligned with the 
DEM-CFD one-way coupling model employed by Choi et 
al. [15].

Figure 1: Image showing the control volume on y=1000 µm for 
DEM simulations.
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The current study employed a laminar model with a 
segregated flow approach based on the SIMPLE algorithm, 
utilizing second-order discretization for convection 
terms. Nitrogen gas was utilized [12], and the system was 
unaffected by gravitational effects. The gas flow traversed 
the particle region in the negative y-axis direction. Pressure 
drop was computed between the layer height and the y=0 
plane. Symmetry plane conditions were imposed on the 
walls. The input and output domains were configured as a 
velocity inlet with vy=-0.118 m/s and a pressure outlet with 
p0=0, respectively. To mitigate the influence of inlet and 
outlet boundaries, entry and exit regions were incorporated 
within the calculation zone, as indicated by Choi et al. 
[15]. These regions measured 380 µm (equivalent to 10 
diameters) in length, as depicted in Fig. 2. Particle surfaces 
were treated as walls subject to a no-slip condition. Prism 
layers were applied to this region to facilitate boundary layer 
calculations. The convergence criteria involved attaining 
a steady-state solution, and continuing calculations until 
residuals reached values less than 10-7 for the continuity 
and momentum equations in the x, y, and z directions. 
For the mesh, a polyhedral model with a prismatic mesh 
configuration was used. Additionally, a mesh convergence 
analysis was conducted for the first layer case, and the 
outcomes of this analysis were applied across all simulations.

It is crucial to recognize that, despite addressing a 
micrometer-scale problem, the continuum hypothesis for 
fluids remains applicable [17]. In this context, the flow was 
presumed to be both stationary and incompressible. Based 
on these assumptions, the velocity fields of the fluid can 
be established by solving the continuity equation and the 
Navier-Stokes equations. For an incompressible fluid, these 
equations take the form:

∂Ui

∂xi
= 0     (D)

∂Ui

∂t
1
r

∂p
∂xi

∂2Ui

∂xj

∂Ui

∂xi

+ Uj = - + V    (E)

where Ui is the ith component of the fluid velocity, ρ is 
the density, v is the kinematic viscosity, and p is the fluid 
pressure. The particle’s drag force can be decomposed into 

two components: one arising from viscous stress and the 
other stemming from pressure effects [18]. In the context 
of CFD, the force exerted on a body in the flow direction 
is monitored. Consequently, the total drag force can be 
calculated using the following formula [14]:

f =  ∑f . nf+f pressure f shear    (F)

where f pressure and f shear are the pressure and shear force 
vectors on the surface face, respectively, f and nf are the 
user-specified direction vector that indicates the direction to 
compute the force.

f pressure = (pf-pref).af     (G)

f shear = Tf,af     (H)

where pf is the face static pressure, af is the face area vector, 
pref is the reference pressure, and Tf is the stress tensor at face 
f. To assess whether the resulting drag force can effectively 
counteract the force of gravity and stabilize the powder bed, 
it becomes imperative to theoretically quantify the drag 
force. In instances of low Reynolds number flows, where 
viscous forces dominate (laminar flow with Re<1), the drag 
force can be calculated using the Stokes equation:

Fd = 6π.R.u     (I)

where Fd is the drag force, µ is the dynamic viscosity, R is 
the radius, and u is the gas velocity. The gravitational force 
is calculated according to:

Fg = ρ.V.g     (J)

where Fg is the gravitational force, ρ is the density of the 
particle, V is the particle volume (V=4π.R3/3), and g is the 
gravitational acceleration.

In the post-processing phase, an analysis was conducted 
on a laminar and incompressible flow, treating the powder 
bed as a porous medium. To validate this approach, Ergun’s 
law and the Kozeny-Carman equation were employed. 
Typically, Ergun’s complete equation is utilized to correlate 
pressure drop in compacted beds, and it does not consider 
wall effects [19]. This equation comprises two components: 
the first term on the right side of the equation quantifies 
frictional losses, while the second term accounts for inertial 
losses [20]. It is mathematically defined as follows:

Dp
L = 150 + 1.75. .

(1-e)2

e3

(1-e)
e3

m.Um

D2

rm.Um

Dp

 (K)

where ΔP is the drop pressure, L is the layer height, ε 
is the porosity, µ is the dynamic viscosity, ρm is the fluid 
density, Um is the fluid superficial velocity, and Dp is the 
particle diameter. The Kozeny-Carman equation presents 
a classical method for correlating permeability with the 

Figure 2: Image showing the geometric model and some boundary 
conditions for mesh generation.
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attributes of a densely packed powder. It can be regarded 
as a more comprehensive extension of the Ergun equation 
where the inertial effect is disregarded. This equation holds 
true for scenarios involving a random and homogeneous 
arrangement of particles, particularly within the context of 
laminar flow conditions:

Dp
L = . .

(1-e)2

e3
Q
A

180m.

ø2.D2
   (L)

where Q is the flow rate, A is the cross-sectional area, and ϕ 
is the sphericity of the particle (for spherical particles ϕ=1).

RESULTS AND DISCUSSION

The arrangement of the resulting bed is depicted in Fig. 
3a. As the side walls were configured as periodic boundaries, 
particles possessed the capability to extend beyond these 
boundaries, a prerequisite to emulate an infinite domain. 
The behavior of the particle count within the control volume 
over time, up to stabilization, is illustrated in the graph 
found in Fig. 3b. In the process of constructing the layers 
(y= 100, 200, ..., 1000 µm), the Y-coordinate of each particle 
was used as a parameter. It was assumed that the sum of 
the particle’s center coordinate and its radius value must be 
smaller than the dimension of the given layer.

By utilizing a Python script within Blender, an open-
source software, a geometry was generated and saved in the 
standard triangulation format (.stl), commonly employed 
in CAD programs. This geometry was then exported and 
utilized to establish the mesh for CFD simulations. In order 
to strike a balance between achieving mesh convergence 
and minimizing computational costs, a mesh convergence 
study was conducted. The variable under control was the 
pressure drop in simulations involving the first layer (y=100 
µm). The boundary conditions and models employed were 
consistent throughout the study. The meshing techniques 
employed included the polyhedral mesher, prism layer 
mesher, and surface remesher. In the region of the particles, 
a cubic volumetric control was implemented for localized 
mesh refinement within the zone of interest. The principal 
attributes of the selected mesh are outlined in Table I. These 

Figure 3: Result of DEM simulation of packing bed at very low 
kinetic energy (a) and graph of total particles over time (b).
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values encompassed the base size, considered an absolute 
measure, while the others were configured in relation to it. 
This configuration included the cube size within the particle 
region, aimed at improving mesh quality and enhancing the 
capture of flow details. When a smaller size control was 
not defined, the target surface size corresponded to the face 
size. This adjustment proved essential for attaining greater 
refinement and effectively capturing intricate features within 
the flow [21]. The outcome of the mesh convergence study 
is illustrated in Fig. 4, with emphasis on the chosen mesh. 
The selection process was guided by identifying the point 
where the curve exhibited a substantial deflection, indicating 
computational limitations. Refinement was achieved through 
the reduction of the relative mesh size value within the 
control volume. At the highlighted point, a minor variation 
was observed in the pressure difference results. However, 
there existed a significant variation in the number of cells, 
which would inevitably lead to elevated computational costs.

Fig. 5 presents three stages of mesh refinement for the 
simulation involving a single layer (y=100 µm). In the initial 
stage, a higher mesh density was evident within the particle 
region in contrast to the region characterized by free-flowing 
fluid. This discrepancy arose due to the implementation of 
the cubic control volume, particularly within the critical flow 
zone mentioned earlier. In the subsequent stage, the prismatic 
mesh region encompassed the particles. This prismatic mesh 
region was responsible for boundary layer calculations, 

Table I - Mesh sizes.
Size Value

Base size 30 µm
Target surface size 50% of base size

Minimum surface size 5% of base size

Prism layer total thickness 10% of base size

Relative size 
(volumetric control) 6% of base size

Figure 4: Pressure drop versus the number of elements (mesh test 
behavior).
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on surfaces of the particles, where a non-slip condition 
was imposed. Following pre-processing, simulations 
were executed using Eqs. D and E, while post-processing 
involved fluid flow analysis. Additionally, the drag force was 
evaluated both theoretically (Eq. I) and numerically (Eq. F), 
enabling a comparison to the gravitational force acting on 
the particle (Eq. J). In the initial phase, the obtained results 
were matched against the theoretical predictions from the 
Ergun and Kozeny-Carman laws, which were calculated 
using the porosities derived from computer simulations. 
Notably, the initial two layers exhibited higher porosity due 
to the influence of the base on which they are deposited. 
This base acts as a barrier for particles while permitting fluid 
passage. As outlined by Chen et al. [22], regions near walls 
displayed elevated porosity due to a more structured packing 
arrangement. However, this effect diminished moving away 
from the wall due to the random disposition of particles. 
As distance from the y=0 layer increased, porosity further 
decreased. If more layers were added, the anticipated trend 
would be a gradual uniformity in porosity.

Fig. 6 portrays the relationship between pressure drop 
(Δp) and the height of the powder bed layer (h) across the 
simulations. The pressure drop was computed as the disparity 
in pressure between the onset and end of the powder bed 
layer. This pressure drop emerged from the friction between 
the fluid and particles, resulting in heat dissipation [23]. 
The recorded values were juxtaposed against the theoretical 
predictions of the Ergun equation (Eq. K) and the Kozeny-
Carman equation (Eq. L). Upon observation, it became 
evident the discrepancy between the pressure drop obtained 
via CFD and the one predicted by Ergun’s law remained 
minimal. The simulated values tended to be overestimated, 
resembling the behavior observed in slow flows as reported 
by Reddy and Joshi [24]. However, notable errors emerged 
in the initial layers, potentially attributed to their higher 
porosity. The average error between the theoretical value 
(Ergun’s law) and CFD stood at 6.65%. In comparison, 
the error between values derived from the Kozeny-Carman 
equation exhibited a more uniform distribution, albeit higher 
than Ergun’s law, averaging around 11%.

Displayed in Fig. 7a is the velocity field pattern within 
the median plane (z=75 µm) for the even layers. Due to the 
laminar nature of the flow (Reflow=1.13), fluid movement 
exhibited well-organized behavior from the inlet to the point 
of interaction with particles. Upon collision with particles, 
a disturbance occurred; however, this disturbance was 

Figure 5: Mesh refinement around a particle.

Figure 7: Velocity field (a) and pressure variation (b) of layers 2, 4, 
6, 8, and 10 in the medium plane (z=75 µm).

Figure 6: Pressure drop variation against the height of layers.
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insufficient to induce a transition to turbulent flow. Despite 
certain fluid portions undergoing velocity fluctuations, 
specific points within the flow exhibited velocities 20 times 
that of the inlet velocity. Observing Fig. 7a, it became 
apparent that the boundary layer remained attached 
downstream of the particles, a characteristic hallmark of 
laminar flow. A similar behavior was observed in the work 
conducted by Reddy and Joshi [24]. This pattern indicated 
that the flow velocity was elevated within the interstitial 
spaces between particles. This finding aligned with the 
research conducted by Chen et al. [22], which highlighted 
that the highest velocities were also observed within these 
‘voids’. This pattern adhered to Bernoulli’s principle.

The pressure field depicted in Fig. 7b revealed the 
relationship between the number of layers and the pressure 
behavior within the system. As additional layers were 
added, the pressure within the system upstream of the 
particulate phase increased. In the scenario featuring 10 
layers, the pressure attained a maximum value of 497.66 
Pa within the region preceding the particle region. When 
compared to the theoretical equations, the results exhibited 
an average error of approximately 7% when measured 
against Ergun’s law. In contrast, when compared to the 
Kozeny-Carman equation, a more uniform behavior was 
observed, albeit with a higher error of around 10.53%. 
Within the Kozeny-Carman equation, a correction was 
incorporated through a constant. Typically, this constant 
was chosen as 180, as noted by Choi et al. [15] in the most 
prevalent form of the equation. However, Rong et al. [25] 
suggest that this constant can vary between 150.7 and 180, 
contingent on the Reynolds number (Re). By inversely 
assessing this constant and applying the Δp value obtained 
from simulations, a convergence pattern emerged towards 
a value of 159.4. This value aligned with the assertion 
made by Rong et al. [25] and appropriately fit the values 
ascertained from the simulations.

As per the drag equation, the sole variable influencing 

it was velocity. As illustrated earlier, in pores, the velocity 
surpassed the inflow velocity. This difference in velocity 
was responsible for the mean drag force value in the 
particle simulations exceeding the theoretically calculated 
value. An important aspect to consider is that the velocity 
did not experience substantial variation across most of 
the velocity fields for the studied case as layers increased. 
Consequently, the drag force exhibited minor variation with 
the expansion of layers. Nonetheless, the key observation 
was that the magnitude of the drag force induced by the 
gas flow on a powder bed surpassed the gravitational 
force acting on the particles in an environment devoid of 
gas flow and under standard gravity (g=9.81 m/s2). Fig. 8 
displays the calculated drag force values on the particles 
for each layer. For each layer, the average drag force (Fd) 
is represented (Eq. F). The drag force computed using the 
Stokes equation was labeled as FdStokes (Eq. I). To provide 
a basis for comparison, the gravitational force value (Fg) 
was also included (Eq. J). The results obtained in this study 
indicated the lack of necessity for gravitational force in this 
type of system. This revelation opens new possibilities for 
the technology under investigation, even in environments 
with gravity, such as the potential for upside-down printing, 
for instance.

CONCLUSIONS

The analysis of pressure and velocity fields was 
conducted in correlation with the increasing number of 
layers. Notably, a linear relationship was observed for 
the pressure difference across the particulate phase with 
the addition of layers. The findings yielded an average 
error of 6.65% for the Ergun equation and 10.53% for 
the Kozeny-Carman equation. This study effectively 
provided simulations whose results aligned closely with 
the theoretical values derived from established equations 
within this research domain. Additionally, a Kozeny-
Carman constant value of 159.4 was determined. The 
drag force exerted on particles within an environment 
devoid of gravitational force surpassed the gravitational 
force experienced by the particles in a 1g environment 
(g=9.81 m/s2). As a result, the application investigated 
emerges as a feasible solution for utilizing 3D printing 
in space, eliminating concerns about material structural 
integrity due to particle non-compaction stemming 
from gravitational absence. The employed methodology 
proved efficient in studying gas flows through particulate 
media, particularly applicable to 3D printing within 
microgravity environments. Demonstrating minimal 
error, the methodology enabled accurate prediction of gas 
hydrodynamic behavior and pressure field characteristics 
within the particulate medium.
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Figure 8: Theoretical gravitational force (Fg) compared with the 
simulated drag force (Fd).
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